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ABSTRACT
Artificial Intelligence (AI), particularly Generative Artificial Intelligence (GAI), is increasingly being used in education and scientific research. This article explores the use of AI applications, such as ChatGPT, Scite, and Litmaps in education and scientific research. This kind of application offers several advantages but should be used with certain caution. Any inference must be verified made by AI tools to ensure their validity. While current AI technologies can quickly analyze vast amounts of data or represent networks of citations, their results may be influenced by the quality and comprehensiveness of databases. Thus, human experts must review and verify the results carefully to ensure their accuracy and originality. Additionally, academic institutions should educate students and researchers about the risks of utilizing GAI models while providing comprehensive guidelines to prevent plagiarism.
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INTRODUCTION
Computational tools are crucial in enhancing the research process in almost every discipline. The internet and computer software, such as data mining, are used to extract and discover patterns in large data sets; statistical packages to analyze data; editing software and grammar checkers to improve writing; and modeling and simulation software to study relationships and make predictions; among other applications. On the other hand, the integration of computational tools has extended to educational fields such as mathematics, biology, chemistry, and digital media art, where they have been utilized to enhance learning, analyze natural phenomena, and analyze scientific data (L. Chen et al., 2020). The use of computational tools has also been associated with positive impacts on various processes within institutions, including research projects, quality management, and teaching (Mabic et al., 2022). Recently, Artificial Intelligence (AI), particularly Generative AI (GAI), has been used in education and research.

Artificial Intelligence
Artificial Intelligence is the science and technology of manufacturing intelligent systems using algorithms and datasets, particularly intelligent computer programs (McCarthy, 2007). Study subfields of Artificial intelligence are Machine Learning, Data Mining, Information Retrieval and Semantic Web, Speech Recognition and Natural Language Processing, Image Processing and Computer Vision, Robotics, Knowledge Representation and Knowledge Database, Logic Reasoning and Probabilistic Reasoning, Expert Systems, and Generative Artificial Intelligence, among others. In its 2023 Future of Jobs report, the World Economic Forum (2023) stated that AI is expected to create 58 million new jobs by 2025, most of which will require some expertise in AI and machine learning. According to this report, by 2030, AI is expected to contribute US$ 15.7 trillion to the global GDP, a 26% increase from the current figure. Approximately 40 % of this growth is attributed to enhanced productivity boosted by AI. The key takeaway is that for formal education to fulfill its commitment to actively empowering students to engage in society and contribute to its ongoing development, students must acquire knowledge, competence, and confidence in building and utilizing AI within the framework of their formal education. Thus, regardless of whether we see AI as an opportunity or, instead, as a threat, the education system will need to make AI a prominent element of our curricula.

Large Language Models (LLM) and Generative Artificial Intelligence (GAI)
New developments in natural language processing (NLP) have resulted in the creation of robust language models, including large language models (LLM), trained with massive amounts of data, that allow to generate human-quality text, translation of languages, writing different kinds of creative content, and answer your questions in an informative way. LLMs are still under development but have already been used to create various applications, including chatbots, virtual assistants, and content-creation tools (Liu et al., 2023). GPT-3/GPT-4, as an illustration, exhibits the ability to generate text with human-like qualities based on the input it is provided, thereby serving as a potent tool for diverse natural language processing tasks. In Generative AI (GAI), “generative” refers to these systems’ ability to produce unique and diverse outputs beyond simply recognizing or categorizing preexisting data. This area of Artificial Intelligence is concerned with creating new content, frequently by identifying patterns and structures in already-existing data. It entails developing algorithms and models to generate new, realistic data across various media formats, including text, images, audio, and other types. The Generative Pre-Trained Transformer (GPT) (Radford et al., 2018), which
comprises models like GPT-3/GPT-4, is a prime example of GAI.

Another example of LLM is Bard (Bard, Google AI, 2023). Bard has a range of capabilities, such as generating types of content like poems, code, scripts, musical pieces, emails, and letters. Additionally, Bard can translate text between several languages. It can also summarize texts such as articles or books and offer factual topic summaries. Moreover, Bard can convert text to speech for individuals with impairments or reading difficulties and translate speech into text for those who are deaf or have hearing challenges.

This paper reviews the use of some GAI applications for scientific research and discusses its benefits and pitfalls, including ethical aspects that need to be addressed by the community.

MATERIALS AND METHODS

We used Google Scholar, ChatGPT, Scite, and Litmaps as the primary sources of references and data to write this paper.

The paper is structured in the following manner: In the following sections, we review ChatGPT as a powerful GAI system, Scite to explore trends in bibliographic references, and Litmaps for citation relationship networks. In the discussion, we will present their main strengths and threats in the research process, finally establishing the study’s conclusions.

ChatGPT

ChatGPT (Chat Generative Pre-Trained Transformer) is an artificial intelligence-based conversational large language model (LLM) developed by OpenAI (Radford et al., 2018; OpenAI, 2023). It is a chatbot with a conversational artificial intelligence interface that has gained prominence in various domains, including medical education and healthcare literature (Sallam, 2023a). ChatGPT can generate text responses from its knowledge acquired via machine learning in engagement with data from large databases and the internet (Pavlik, 2023). As an example, Figure 1 shows a ChatGPT answer to a question regarding photosynthesis.

**FIGURE 1**

* A ChatGPT answer to a question regarding photosynthesis

ChatGPT

Photosynthesis is a fundamental biological process that occurs in plants, algae, and some bacteria, and it plays a crucial role in the ecosystem by producing organic compounds and oxygen. The process involves the conversion of light energy into chemical energy in the form of glucose. Let’s break down the process of photosynthesis into its main stages:

1. **Light Absorption:**

   Photosynthesis begins with the absorption of light by pigments, primarily chlorophyll, located in the chloroplasts of plant cells. Chlorophyll absorbs light most efficiently in the blue and red regions of the electromagnetic spectrum. The energy from light is used to excite electrons in chlorophyll molecules, initiating the process.

2. **Light Reactions:**

   These reactions take place in the thylakoid membrane of the chloroplasts and involve two main processes:

   a. **Photophosphorylation:** Light energy is used to convert ADP (adenosine diphosphate) and inorganic phosphate (P) into ATP (adenosine triphosphate). This process is driven by the flow of electrons through the electron transport chain.
ChatGPT in health
In healthcare practice, ChatGPT has been identified as a valuable tool for streamlining workflow and refining personalized medicine (Sallam, 2023a).

ChatGPT can provide information from updated evidence-based guidelines, making it a valuable tool to augment a physician’s clinical judgment (Ghafoor & Yahya, 2023). Furthermore, the utility of ChatGPT in specific domains such as cancer treatment information, infectious disease research, and pharmacy has been explored, indicating the growing popularity of large language models for medical question-answering and information retrieval (Chen et al., 2023; Cheng et al., 2023).

The performance of ChatGPT in clinical reasoning exams and its implications for medical curricula and practice have also been examined, suggesting the need to revise assessments and incorporate AI-related topics into medical education (Strong et al., 2023).

However, there are concerns about the accuracy of the information it provides in the healthcare domain, particularly in generating patient education materials and answering specific medical queries (Sütcüoglu & Güler, 2023). Despite these concerns, ChatGPT can be used in medical, dental, pharmacy, and public health education to improve personalized learning and clinical reasoning (Sallam et al., 2023).

ChatGPT in Science and Education
Several studies have explored the potential applications, benefits, and concerns of integrating ChatGPT into various scientific research and academic writing aspects (Cheng et al., 2023; Deng & Lin, 2023; Sallam, 2023a, 2023b). The potential benefits of ChatGPT in assisting non-native English users and its impact on productivity in higher education have also been highlighted by Lin, (2023), Firain & Sulisworo, (2023) and, Rahman & Watanobe (2023) suggested it could help students improve their programming skills.

In the context of academic writing, ChatGPT speeds up scientific writing. It is an efficient language bot that generates text by linguistic connections (Buriak et al., 2023), which is helpful for second language writing (Chen, 2023). Moreover, Seth et al. (2023) highlighted it as a tool that could revolutionize academia and increase research writing.

Issues and limitations of ChatGPT
The scientific community raised concerns about using ChatGPT and other AI applications in education, particularly regarding the breakdown of academic integrity and the lack of ethics involved in copying and plagiarism (Khalil & Er, 2023; Mohammadzadeh et al., 2023). On the other hand, there are concerns regarding the impact of ChatGPT on the quality, authenticity, and critical thinking in scientific research and academic writing (Arif et al., 2023; Rahman et al., 2023; Sallam et al., 2023; Seth et al., 2023).

The ChatGPT-4 fails to generate accurate scientific references in various domains, including Mechanical and Electrical Engineering (Barrot, 2023; Chen, 2023), and some health domains (Sütcüoglu & Güler, 2023). ChatGPT may produce false or incorrect references when queried on a scientific topic. As a result, text generation could be biased or inaccurate. For this reason, we advise against using the current versions of this application to generate high-level or in-depth scientific texts.

To overcome issues with generating proper citations of ChatGPT, other applications, such as Scite, are shown in the next section.

Scite
Scite is a platform designed to assist researchers in assessing the credibility of papers and their references. Scite, utilizing AI, classifies citations
into three categories: supporting, contradicting, or simply mentioning the referenced research. This tool enables users to efficiently evaluate the context and significance of papers (Brody, 2021; Nicholson et al., 2021). The current implementation of Scite (Scite.ai) offers several tools for researchers, among them:

- Scite Assistant, using a proprietary LLM and an extensive database of citations, gives researcher text generated based on references related to the user query, as shown in Figure 2.

- Search for scientific references in large databases and use the data to find references supporting or contradicting citations.

- Verify the references’ reliability of a paper to check if they have been retracted or supported by other studies.

- Provide the researcher with a publication’s dashboard with several valuable metrics, such as journals and authors citing the most from their work.

**FIGURE 2**

*A ChatGPT answer to a question regarding photosynthesis*

<table>
<thead>
<tr>
<th>What are some arguments against COVID-19 vaccine in children? give references</th>
</tr>
</thead>
</table>
| The arguments against COVID-19 vaccination in children are multifaceted and are influenced by various factors such as parental attitudes, concerns about vaccine safety and efficacy, and demographic characteristics. Several studies have highlighted the hesitancy among parents to vaccinate their children against COVID-19. Concerns about the safety of the vaccine, including potential side effects and long-term impacts, have been identified as significant barriers to acceptance (Mollaisi et al., 2023; Shtur & Eilam, 2023; Alhamdhi, 2022; Lewin et al., 2022; Deng et al., 2022). Additionally, the lack of information and knowledge about the vaccine, as well as the perception that COVID-19 has minimal impact on children, have also contributed to parental hesitancy (Alhamdhi, 2022; Deng et al., 2022). Furthermore, demographic factors such as lower education, income, and vaccination status of the parents have been associated with lower willingness to vaccinate children against COVID-19 (Lam et al., 2022).*

<table>
<thead>
<tr>
<th>Reference #9</th>
</tr>
</thead>
</table>
| COVID-19 Vaccination Intentions, Concerns, and Facilitators Among US Parents of Children Ages 6 Months Through 4 Years
Aaron M. Scherer1, Courtney A. Gidengil2, Amber M. God}, 2022. *JAMA Pediatr.* |

<table>
<thead>
<tr>
<th>Reference #10</th>
</tr>
</thead>
</table>
| COVID-19 Vaccination Intentions, Concerns, and Facilitators Among US Parents of Children Ages 6 Months Through 4 Years
Aaron M. Scherer1, Courtney A. Gidengil2, Amber M. God, 2022. *JAMA Pediatr.* |

Note: There are two main windows: on the left, text generated, and on the right, a list with references used.

There are other features to find networks of references. However, Litmaps are the best option, as described in the following section.

**Litmaps**

Litmaps (derived from 'Literature map') is an Artificial Intelligence-based application that enables the visualization of concept relationships in scientific literature. It employs AI techniques to analyze texts and represent their relationships in citation relationship networks. For instance, in Figure 3, the relationships network of a research article are depicted with time (x-axis) and the relevance map of the article.
DISCUSSION
This section summarizes the advantages and disadvantages of using ChatGPT in education and research and using Scite and Litmaps in scientific research. Finally, we reference the ethical considerations for using GAI in education and research.

ChatGPT in Education
ChatGPT offers advantages in the field of education:

- Interactive learning. With its interface, ChatGPT allows students to engage in natural language conversations, making the learning process more engaging and enjoyable.
- Personalized support. ChatGPT can assist students by answering questions, explaining concepts, and offering tailored explanations based on needs.
- Availability. One of the benefits of ChatGPT is its round-the-clock availability, ensuring that students can access information and assistance at any time. This flexibility is particularly beneficial for learning and students residing in different countries.
- Language practice. For those learning a language, ChatGPT serves as a tool for practicing and improving language skills through interactive conversations. It can assist with grammar, vocabulary, and overall comprehension.
- Research aid. Students can rely on ChatGPT to quickly gather information on topics, helping them with their research endeavors. It provides summaries, explanations, and references to sources that accelerate the research process.
- Coding support. In computer science and programming courses, ChatGPT proves helpful by offering code examples that explain programming concepts clearly and provide...
debugging assistance—all aimed at facilitating the acquisition of coding skills.

While ChatGPT has numerous educational advantages, it is important to consider its drawbacks.

- **Lack of critical thinking.** While ChatGPT can provide information, it relies on learned patterns rather than possessing thinking skills. It may need to evaluate the quality or reliability of the information it generates.
- **Potential for inaccuracies.** ChatGPT responses are based on its training data. The researcher may need access to up-to-date information. This problem can sometimes lead to inaccurate responses in fast-paced fields.
- **It has limited context understanding.** ChatGPT processes text sequentially and may not fully grasp the context of a conversation. Despite being able to provide accurate responses, the AI-powered assistant has a limited understanding of the subject matter.
- **Bias and fairness issues.** The training data used for ChatGPT could contain biases, which may inadvertently result in unfair responses from the model that can perpetuate stereotypes.
- **Potential for misleading information.** Without oversight, ChatGPT might generate correct but easily misinterpreted responses for users that could lead to the spread of misleading information.
- **Security concerns.** ChatGPT can be susceptible to misuse, such as generating content or responding to requests. It requires monitoring and filtering to ensure a safe and secure learning environment.
- **Lack of understanding of emotions.** ChatGPT is a software system that lacks intelligence. May not comprehend or respond appropriately to a student’s emotional state. In context, human emotional support and understanding play a vital role.
- **Dependency on technology.** Reliance on ChatGPT for education might hinder students’ critical thinking abilities and their capacity to research and analyze information independently.

- **Privacy concerns.** Utilizing ChatGPT in education may involve sharing information. Privacy concerns emerge regarding the storage and utilization of data generated during interactions with the model.
- **Unintentional encouragement of mistakes.** If students consistently receive information from ChatGPT without any correction, there is a risk of reinforcing errors and misconceptions.

**ChatGPT in Research**

ChatGPT provides various benefits in the field of research.

- **Idea generation.** Researchers can employ ChatGPT to brainstorm and generate ideas for their research projects. The model can provide insights, propose hypotheses, and offer perspectives to stimulate thinking.
- **Support for data analysis.** In fields involving data analysis, ChatGPT can assist researchers in grasping statistical concepts, guiding them through data interpretation and even aiding in creating code for statistical analyses.
- **Language translation.** For collaborations, ChatGPT can help with language translation tasks, facilitating communication between researchers who speak other languages and enhancing the accessibility of research findings.
- **Drafting and editing support.** Researchers can utilize ChatGPT to draft and edit sections of their manuscripts. The model can offer suggestions for improvement in writing style, grammar usage, and overall structure, which saves time during the writing process.
- **A quick guide to methodologies.** ChatGPT offers researchers a reference for selecting research methodologies, experimental designs, and statistical methods for their studies.
- **Automated notetaking.** Researchers can utilize ChatGPT to take notes during meetings or while...
studying papers. The model can effectively summarize points. Generate concise notes for later review.

- Access to specialized knowledge. ChatGPT provides researchers access to a range of knowledge across various scientific disciplines, allowing them to explore connections and incorporate perspectives into their work.
- Time efficiency. ChatGPT assists researchers in saving time by answering questions, thereby reducing the need to search through extensive literature or perform repetitive tasks manually.

While ChatGPT offers these advantages, researchers need to use it as a tool rather than a replacement for critical thinking and domain expertise. Researchers should also remain aware of biases and limitations in the training data that could impact the model’s responses.

Despite its advantages, ChatGPT has some drawbacks when applied to research:

- As a general-purpose language model, ChatGPT may not have extensive knowledge in specific fields. Therefore, it may not fully comprehend the intricacies and complexities of certain disciplines, which could result in inaccurate or overly simplified responses.
- The responses generated by ChatGPT rely on patterns learned from a range of data sources, which may not include the up-to-date research developments. Consequently, researchers might need more accurate information while using this model.
- ChatGPT generates responses without providing citations or sources, which makes it difficult to verify the accuracy and reliability of information provided. This lack of transparency raises concerns for researchers.
- If biases exist within the training data used for ChatGPT, it may unintentionally produce skewed information. Given that objectivity and neutrality are paramount in research, this poses an issue.
- Due to its limitations, ChatGPT may struggle to understand the designs, protocols, or methodologies used in scientific research, leading to responses that lack the necessary depth of understanding for research processes.
- While ChatGPT can assist in summarizing existing research findings, it cannot conduct experiments or contribute novel discoveries.
- When using ChatGPT in a research setting, researchers should be mindful of security and privacy concerns. Sharing proprietary information may pose risks.

To make the most of ChatGPT in research, researchers must approach its use with caution. Recognizing its limitations and considering it as a tool rather than a replacement for human expertise and critical thinking are essential factors. Human oversight and verification play roles in ensuring rigorous scientific inquiry.

Scite in research
Scite.ai provides benefits in the context of research:

- Scite.ai specializes in analyzing citations, allowing researchers to evaluate the impact and credibility of a scientific paper by examining its citation context. This feature assists researchers in understanding how a specific work has been received and referenced within the community.
- Researchers can rely on Scite.ai to identify studies that have been successfully replicated, offering insights into the reliability and reproducibility of their findings.
- Scite.ai streamlines the process of conducting literature reviews by summarizing citation patterns and key discoveries related to a research topic. This process saves researchers time and effort during their literature review stages.
- Using Scite.ai, researchers can detect citation biases by determining if a paper has been cited
in support, contrast, or merely mentioned. This information contributes to understanding how papers fit into the scientific discourse.

- Researchers can integrate Scite.ai into their workflows. Benefit from a tool that keeps them updated on citations and discussions within their areas of interest.
- Scite.ai offers representations of citation networks, enabling researchers to explore the connections between papers and gain a deeper understanding of the context in which research is conducted.
- With Scite.ai, researchers can make decisions by gaining insights into the citation landscape, helping them prioritize which papers to delve into further or include in their research projects.
- By utilizing Scite.ai, researchers can quickly identify papers within their specific field, providing invaluable information in comprehending the works that have contributed to an area of research.
- Scite.ai promotes evidence-based research by offering qualitative assessments of how research findings have been received and incorporated into the scholarly literature.

It is important for researchers using Scite.ai that while it provides features, they should also consult sources of information and apply critical thinking when evaluating research papers. Additionally, users should be mindful of any biases in the data and algorithms used by Scite.ai.

Although Scite.ai provides useful features, its usage in scientific research is limited by drawbacks.

- The accuracy and dependability of Scite.ai analyses hinge on the quality of the underlying data, including the precision of citation information. Any inaccuracies or missing data might impact the reliability of the results.
- The Scite.ai database may not uniformly cover all journals or fields. Researchers involved in niche or emerging areas might find that the platform has restricted coverage, potentially overlooking studies.
- Similar to any data-driven tool, biases present in the training data can influence Scite.ai algorithms, leading to analyses or recommendations in areas where research from underrepresented or marginalized communities is scarce.
- Although Scite.ai can offer insights into citation patterns, it does not directly assess the quality or validity of content within a paper. Researchers should still exercise their evaluation of papers.
- Citation patterns evolve over time, and a paper’s impact may change accordingly. Scite.ai analysis represents a snapshot of citation patterns so researchers should consider the aspect when interpreting results.

It is important to be cautious about how citation categories (support, contrast, or mention) are understood. Misunderstanding them could lead to conclusions about the context in which a paper is cited. Scite.ai primarily focuses on analyzing citation patterns. It may not capture the context of a research field or the reasons behind citing a specific paper.

Despite these drawbacks, Scite.ai can provide valuable insights when used thoughtfully alongside research methods. Researchers should be aware of its limitations. Complement its findings with literature examination and critical thinking.

Litmaps

Litmaps provide benefits in the field of research, particularly when it comes to analyzing literature:

- By utilizing artificial intelligence, Litmaps visually represents how different ideas, topics, and research areas are interconnected, helping researchers gain an understanding of the relationships between concepts.
- Litmaps intelligently analyzes texts using
AI techniques, assisting researchers in extracting insights, identifying concepts, and understanding the semantic relationships within a body of literature.

- Litmaps generates maps that illustrate citation relationships between publications, helping researchers explore the influence and impact of articles, identify works, and comprehend the evolution of ideas over time.
- Researchers can employ Litmaps to analyze the aspects of literature. For example, they can examine how the importance or relevance of a research topic has evolved over time, providing historical context.
- Litmaps streamlines the literature review process by offering representations of citation networks. This helps researchers identify papers, understand the structure of existing literature, and identify areas that require exploration or gaps in knowledge.
- The integration of AI techniques enables Litmaps to surpass traditional bibliometric analyses. Litmaps provides researchers with a tool that offers detailed insights into the connections between concepts. It features a user interface, making it easy for researchers to interact with and explore the generated maps.
- One of the benefits of Litmaps is its ability to identify emerging trends and hot topics within a field. By analyzing citation patterns and clustering concepts, researchers can stay updated with the developments in their study area.

The visual nature of Litmaps also makes it a powerful tool for communicating research findings. Researchers can use the generated maps to present the landscape of their research area, making complex relationships easier for a broader audience to understand.

Researchers need to be aware of the limitations of Litmaps and ensure that the generated visualizations align with their research goals and context. While Litmaps can offer insights, it also has certain drawbacks and limitations:

- The effectiveness of Litmaps heavily relies on the quality and accuracy of the underlying data. If there are inaccuracies or incomplete information in the literature, it may affect the reliability of the generated maps.
- Litmaps may not encompass all journals or fields equally. Researchers working in emerging areas might find the platform has limited coverage, potentially missing out on studies.
- The quality and clarity of input texts can impact the quality of visualizations. If the original texts are unclear or poorly written, it may hinder the accuracy of identifying concept relationships in Litmaps.
- While Litmaps can highlight relationships between concepts, it does not directly determine the contents’ quality or validity within a paper. Therefore, researchers should conduct their paper evaluations.
- Similar to AI-driven tools, biases present in training data can influence Litmaps algorithms. This results in skewed analyses, especially in areas lacking research from underrepresented or marginalized communities.
- Careful interpretation is required for understanding visualizations provided by Litmaps. For researchers to grasp the mapping methodology accurately and avoid misinterpretation of concept relationships, it is crucial to understand the context.
- It is important to note that research trends are constantly evolving. Although Litmaps provides a snapshot, it may not capture the most recent shifts in the scientific landscape. Therefore, researchers should consider this aspect when interpreting results.

It is recommended that researchers view Litmaps as a tool rather than relying solely on its capabilities. Additionally, they should augment insights gained
from Litmaps with research methods and evaluate relevant literature to understand the research landscape comprehensively.

**Ethical aspects of the use of GAI**

Responsible utilization, user awareness, and institutional guidelines play a role in mitigating the risks associated with plagiarism with AI-generated content. Users are required to adequately provide citations and attributions when incorporating information from GAI models into their work.

The text produced by GAI models may unintentionally generate content that looks much like previously published work, which could result in plagiarism claims. Although GAI models aid in text generation, users must guarantee their work’s originality. Users must check ChatGPT’s output and make any necessary modifications to ensure that it adheres to standards and upholds academic integrity.

In research environments, peer review and human oversight are still fundamental. While GAI models can assist in generating content, human experts need to review and verify the generated materials’ accuracy, originality, and appropriateness.

Organizations and users should adhere to comprehensive ethical use policies to ensure the use of GAI models. These policies should prioritize integrity, discourage plagiarism, and provide guidelines for responsibly utilizing AI-generated content.

Academic institutions must inform researchers and students about the potential hazards of using GAI models while highlighting the importance of producing work. Guidelines for citation styles and techniques to prevent inadvertent plagiarism must be provided. Authors should share research data for result reproduction; it is essential for ensuring transparency and facilitating the verification of scientific findings.

We have primarily used AI to prepare class materials, summarize and simplify texts, and brainstorm ideas. In our institutions, guidelines are in preparation. However, other universities have already defined their guiding principles (Moorhouse et al., 2023; Russell Group, 2023).

**CONCLUSIONS**

GAI applications such as ChatGPT or Scite in education and research have several advantages. However, they should be used with caution. The text generated may contain biases and inaccuracies from incomplete or biased data sources and references. Authors should only use currently available AI tools for knowledge inference and only assume conclusions to be valid after proper verification.

Current AI technologies, such as Scite and Litmaps, offer analysis and network representation of citations. However, results in several fields may be limited by the quality and completeness of databases.

Academic institutions should inform students and researchers about the hazards of using GAI models. Scientists should be provided with clear and proper ethical guidelines to follow.
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